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Abstract: Phishers and other cybercriminals are making the cyberspace unsafe by posing serious risks to users 

and businesses as well as threating global security and economy. Nowadays, phishers are constantly evolving 

the techniques using luring user to revealing their sensitive information. Many techniques have been proposed 

in past for phishing detection, but due to static nature of some of the current and challenging nature of the 

problem, the quest for better solution is still on. In this paper, we developed phishing website model using 

XGBOOST algorithm to investigate the effect of dataset size using publicly available dataset composed of 

phishing and benign websites as in [1]. Experimental results demonstrated that as the number of instances of 

the dataset increases, the XGBOOST performance improve simultaneously, which shows that the XGBOOST has 

the highest performance than PNN algorithm. 
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I. Introduction 
 Phishing is a cyber-crime which involves the fraudulent act of illegally capturing private information 

like credit card details, usernames, password, account information by pretending to be authentic and esteemed in 

instant messaging, email and various other communication channels. The traditional approaches used by 

majority of the email filters for identifying these emails are static which make it weak to deal with latest 

developing patterns of phishing since the defrauders are dynamic in actions and keep on modifying their 

activities to dodge any kind of detection [2]. Phishers are sending fake emails to the victims pretending to be 

from legitimate and well known organizations such as banks, university, communication network etc, where 

they will require updating some personal information includes; passwords and usernames to avoid losing access 

right to some of the services provided by that organization. Phishers use this avenue to obtained users sensitive 

information which in turn used it to access their important accounts resulting in identity theft and financial loss 

[3] 

 Many approaches have been proposed in an attempt to curb the problems caused by phishers [1-6]. El-

Alfy in [1] proposed model for detecting phishing websites based on Probabilistic Neural Networks 

(PNNs),where investigated that the integration of PNN with K-medoids clustering significantly reduces the 

complexity without jeopardizing the detection accuracy. To assess the feasibility of the proposed approach, will 

be conducted in depth study to evaluate various performance measures on a publicly available data, the 

experimental results shown that 96.79% accuracy is achieved with low false errors. The problems of this 

approach reported require large memory spaces to store and the execution of network is slow. But XGBOOST 

has many advantages over traditional gradient boosting implementations. Among which include better 

regularization ability which helps to reduce overfitting, high speed and performance owing to the parallel nature 

in which trees are built, flexibility due to it costume optimization objectives and evaluation criteria, and inbuilt 

routines for handling missing values [7]. 

 

II. Related Report. 
 The research paper was conducted by looking at the recent papers. Liu et al[8]proposed an approach to 

automatic identification of the phishing target of a given webpage by clustering the webpage set consisting of all 

its associated webpages and the given webpage itself. Their Experiments show that the approach can 
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successfully identify 91.44% of their phishing targets. But it is difficult to identify the initial cluster. Zhuang et 

al [5] proposed an intelligent anti phishing strategy model for phishing website detection using Hierarchical 

clustering technique and categorization through learning and training samples from large and real daily phishing 

websites collected from Kingsoft Internet Security Lab. Experiments on real life datasets demonstrate that the 

method outperforms existing popular detection methods and commonly used anti-phishing tools in phishing 

detection. But using hierarchical clustering algorithms, it is sometimes difficult to identify the correct number of 

cluster. Barraclough et al [9]proposed the study of new inputs which were not considered previously in a single 

protection platform. The idea is to utilize a Neuro-Fuzzy Scheme with 5 inputs to detect phishing sites with high 

accuracy in real-time. The main challenge on using Neuro-Fuzzy Inference System is that it is much complex, 

specifically, it must have a single output obtained using weighted average defuzzification. Also all output 

membership functions must be the same type, either be linear or constant. Li et al [10] proposed a new phishing 

webpage detection approach based transductive support vector machine (TSVM). The features of sensitive 

information are examined by using page analysis based on DOM objects. The method introduces the TSVM to 

train classifier that it takes into account the distribution information implicitly embodied in the large quantity of 

the unlabelled samples, and have better performance than SVM. The experimental result shows that the 

proposed method not only achieves better classification accuracy, but also has strong applicability as the 

independent method of phishing detection. This approach has been observed to overfit for some datasets with 

noisy classification tasks. Abdelhamid et al[3]investigated the problem of website phishing using a developed 

AC method called Multi-label Classifier based Associative Classification (MCAC) to seek its applicability to 

the phishing problem. They also want to identify features that distinguish phishing websites from legitimate 

ones. Experimental results using real data collected from different sources show that AC particularly MCAC 

detects phishing websites with higher accuracy than other intelligent algorithms. The problem of the approach is 

that, many algorithms suffer from defects to varying degrees. It is obviously imperative to achieve correct 

prediction but also equally or perhaps more important to avoid false and potentially misleading ones. Vaishnaw 

and Tandan [11] proposed a hybrid model to classify phishing emails using machine learning algorithms with 

the aspiration of developing an ensemble model for email classification with improved accuracy. They have 

used the content of emails and extracted 47 features from it. Going through experiments, it is observed and 

inferred that Bayesian net classification model when ensemble with CART gives highest test accuracy of 

99.32%. The approach creates over-complex trees that do not generalize the data well (overfitting). Thabtah and 

Abdelhamid [12] compared different features assessment techniques in the website phishing context in order to 

determine the minimal set of features for detecting phishing activities. Experimental results on real phishing 

datasets consisting of 30 features has been conducted using three known features selection methods. Their 

approach can be hard to find a usable formal representation and it deals badly with quantitative measurements. 

The emails have been classified as phish using the prediction of Ensemble Classifier of the five ML Algorithms. 

In [2] Experiment shows that the comparison of the accuracy of algorithms for Different Feature Groups based 

on the decisive values of the features demonstrated that best accuracy is obtained for Random Forest by 96.07%. 

Random forests have been observed to overfit for some datasets with noisy classification tasks. The evaluation 

of model size is slow because it could easily end up with a forest that takes hundreds of megabytes of memory 

[1] In their work, they presented a novel approach for detecting phishing websites based on probabilistic neural 

networks (PNNs).  They tried to investigate the integration of PNN with K-medoids clustering to significantly 

reduce complexity without jeopardizing the detection accuracy. The experimental results show that 96.79% 

accuracy is achieved with low false errors. But their approach requires large memory spaces to store and the 

execution of network of this approach is slow. In recent time, machine learning techniques have been found to 

be very successful in phishing website detection [13-15]. This research proposes XGBOOST algorithm to 

improve the performance that a predictive model can achieve in the task of phishing website detection. 

Advantages of XGBOOST have made it an excellent tool of choice for many researchers in data science and 

machine learning. In  light of the above, XGBOOST has been recently employed in many machine learning task 

with great success [16-18]. 
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III. Methodology 

 
Figure1. illustrate the framework of the proposed model 

 
A. Training model. 

 The model extract the dataset for removing the data or fixing the missing data, that is when data 

instances that are incomplete and do not carry the data we need to address the problem. These instances need to 

be removed. Removing empty cell from the dataset is important since is prevent the model to run with errors in 

order to get a best performance, handling missing data is also important as many machine learning algorithms. 

Clean missing data is the way of removing rows for which the selected column is empty by theprocessor. The 

goal of such cleaning is to prevent problems caused by missing data that can arise when training model [23]. 

Selected features used to train machine learning models have great influence on the performance of the 

models.Noisy features to the underlying relationship may adversely affect the perfomance of a model [24]. 

 

B. Classification model. 
In this research, our target is to determined some usefull parameters of the model using the available 

dataset so that at any given instance, the model can use those parameter to tell whether a new website is benign 

or phishing. Tree based models generally, do not have the same level of performance when compared with some 

other classification and regression techniques. Nonetheless, by combining many trees using technique like 

boosting, the predictive performance of trees can be improved subtstantially [19]. XGBOOST is tree based 

model that aggregates trees using the  boosting technique.  In XGBOOST, the training data xi will be used to 

predict the target variable yi iteratively  until the parameters of the model are optimized. Mathematically, the 

proposed phishing detection model can be  represent as follows: 

The prediction model (�̂�) can be written as the aggregation of all the prediction score for each tree for a sample 

(x). Particularly for i-th sample, 

𝑦 𝑖 =  𝑓𝑘 𝑥 , 𝑓𝑘  ∈ 𝐹                                                       𝑒𝑞𝑛. (1)

𝐾

𝑘

 

Where K is the number of trees, f is the function in the functional space 𝓕 and ℱ is the all possible set of trees 

having prediction score in each leaf. 

Boosted trees are trained via a strategy known as additive training. New tree is added at each iteration 

of the phishing detection process. The final prediction score of the model is obtained by summing the predictive 

score of individual tree. 

 The predictive value at step t of the training can be written as 

𝑦 𝑖
 𝑡 =   𝑓𝑘 𝑥𝑖 = 𝑦 𝑖

(𝑡−1)
+ 𝑓𝑡 𝑥𝑖                                                        𝑒𝑞𝑛.  (2)

𝑡

𝑘=1

 

 The newest tree is created to compensate for the instances of the websites wrongly predicted by the 

previous learners. We need to optimize certain objective function to choose the best model for the training data. 

Here, we encourage a model to have high predictive power as well as to have a simple in nature (deals with less 

number of features). As we know minimizing loss function ((Θ)) encourages predictive models as well as 

optimizing regularization (Ω(Θ)) encourages simpler model to have smaller variance in future predictions, 

making prediction stable (Chen, 2014). The closed form of the objective is given below: 
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𝑜𝑏𝑗 𝛩 =  𝑙 𝑦𝑖 , 𝑦 𝑖 +  Ω(𝑓𝑘)

𝐾

𝑘=1

𝑛

𝑖

                                                            𝑒𝑞𝑛.  (3) 

 XGBOOST executes t boosting iteration to learn a function f(x) that output the predictions    y = f(x) 

minimizing a loss function and a regularization term. Similary, our optimization objective at step t of the 

training process can be formulated as: 

𝑜𝑏𝑗𝑡 =  𝑙 𝑦𝑖 , 𝑦 𝑖
(𝑡)

 +  Ω(𝑓𝑖)

𝑡

𝑘=1

𝑛

𝑖=1

                             𝑒𝑞𝑛.  (4) 

optimization objective using square loss can written as: 

𝑢𝑠𝑖𝑛𝑔 𝑠𝑞𝑢𝑎𝑟𝑒 𝑙𝑜𝑠𝑠, 𝑡𝑕𝑒 𝑙𝑜𝑠𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛  𝑙 = (𝑦𝑖 −  𝑦 𝑖
(𝑡)

)2 

𝑜𝑏𝑗(𝑡) =    2 𝑦 𝑖
 𝑡−1 

− 𝑦𝑖 𝑓𝑡 𝑥𝑖 + 𝑓𝑡(𝑥𝑖)
2 

𝑛

𝑖=1

+  Ω 𝑓𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  𝑒𝑞𝑛. (5) 

While Using Taylor expansion, 

𝑜𝑏𝑗(𝑡) =    𝑙 𝑦𝑖 , 𝑦 𝑖
 𝑡−1 

 +𝑔𝑖𝑓𝑡 𝑥𝑖 +  
1

2
 𝑕𝑖𝑓𝑡

2(𝑥𝑖) 

𝑛

𝑖=1

+  Ω 𝑓𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

 

Objective, with constants removed, therefore the new form of optimizing goal is: 

𝑜𝑏𝑗(𝑡) =    𝑔𝑖𝑓𝑡 𝑥𝑖 +  
1

2
 𝑕𝑖𝑓𝑡

2(𝑥𝑖) 

𝑛

𝑖=1

+  Ω 𝑓𝑡                 𝑒𝑞𝑛. (6) 

Where: 

𝑔𝑖  and 𝑕𝑖  comes from definition of loss function. 

 

 XGBOOST approximates f(x) by an additive expansion of t regression trees, but instead of minimizing 

just a lost function, an objective function with two parts is defined, a lost function over the training set as well as 

a regularization term to prevent overfitting. The objective function is formulated as in  equation (5) 

 Where Loss function can be any convex differential loss function that measures the difference between 

the prediction and true label for a binary instance [20-21] . Ω (ft) is a regularization term which describe the 

complexity of the tree ft and is defined in the XGBOOST algorithm as                             

Ω 𝑓𝑡 =  𝛾𝑇 +  
1

2
⋋  𝜔𝑗

2                                                𝑒𝑞𝑛.  (7) 

𝑇

𝑗 =1

 

Where T is the number of leaves of tree ft  

and 𝜔 are the leaf weights (i.e the predicted values at the leaf nodes). 

𝛾 and  𝜆 are constants, gamma and lamba are the Lagrangian multipliers and can be tuned for accuracy, that is 

user defined parameters .  

 XGBOOST uses a shrinkage parameter to reduce the optimal node predictions done in each iteration t 

before it add this  prediction to the current functions ft. moreover, it uses row subsampling and column 

subsampling. The regularization fuction and these last three features of XGBOOST allows it to avoid overfitting 

[22]. 

To derive an expression for structure score substitute (6) in (5), the objective function can be re-written in terms 

of scores as: 

𝑜𝑏𝑗(𝑡) =      𝑔𝑖
𝑖∈𝐼𝑗

 𝜔𝑗 + 
1

2
  𝑕𝑖 + ⋋

𝑖∈𝐼𝑗

 𝜔𝑗
2    

𝑛

𝑖=1

+ 𝛾𝑇              𝑒𝑞𝑛. (8)  

But  

𝐺𝑗 =  𝑔𝑖𝑖∈𝐼𝑗
                𝐻𝑗 =  𝑕𝑖𝑖∈𝐼𝑗

   

The optimal score to optimize the objective function: 

𝜔𝑗
∗ =  −  

𝐺𝑗

𝐻𝑗 + ⋋
 

In this way, in each iteration, we are able to choose an optimized tree which optimizes the objective 

function which has been already optimized partly up to previous iteration, which ensures better accuracy. The 

optimal score is the best score function for a given structure of tree and optimal objective reduction measures 

how good is a tree structure for a particular iteration so that it could minimize the objective function which is 

given below.  
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𝑜𝑏𝑗∗ =  −
1

2
 

𝐺𝑗
2

𝐻𝑗 + ⋋
+  𝛾𝑇                                             𝑒𝑞𝑛. (9)

𝑇

𝑗 =1

 

Due to impossibility of enumerating the entire tree from the function space, a greedy approach is of 

practical use which ensures an optimal split. The gain for a split can be formulated as: 

𝐺𝑎𝑖𝑛 =  
1

2
 

𝐺𝐿
2

𝐻𝐿 + ⋋
 +  

𝐺𝑅
2

𝐻𝑅 +⋋
−  

(𝐺𝐿 + 𝐺𝑅)2

𝐻𝐿 +  𝐻𝑅 + ⋋
 −  𝛾        𝑒𝑞𝑛. (10) 

The components are the score on the new leaf, the score on the new right leaf, the score on the original 

leaf and the complexity cost by introducing additional leaf. It is obvious that, if gain is smaller than 𝛾, we would 

better not to add that branch, which is nothing but pruning. 

The difference between Boosted Trees and Random Forest is how we train them. The major reason is 

in terms of training objective, Boosted Trees tries to add new trees (additive training) that complement the 

already built ones. This normally gives you better accuracy with fewer trees. In Random Forest the 

regularization factor is missing. But in Boosted trees, there is control on model complexity which reduces 

overfitting (Chen, 2014).  

 
IV. Evaluation Criteria 

To evaluate and compare the performance of our proposed model with other models from the literature, 

the following evaluation metrics were employed; accuracy (ACC) , precision (Prec), recall (Rec), mathew 

correlation coefficient (MCC), and f-score. ACC measures the ratio of websites which are correctly predicted. 

Prec measures the fraction of websites correctly predicted as phishing. Rec metric  measures the fraction of 

phishing websites identified by the model. 

𝐴𝐶𝐶 =
TP +TN

 TP +TN +FP +FN  
                                                                (i)   

𝑃𝑟𝑒𝑐 =
TP

(TP +FP )
                                                                              (ii) 

𝑅𝑒𝑐 =
TP

(TP +FN )
                                                                       (iii) 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
2∗(Prec ∗Rec )

(Rec +Prec )
                                                                 (iv) 

 

𝑀𝐶𝐶 =
(TP∗TN )−(FP∗TN )

Sqrt (TP +FP )(TP +FN )(TN +FP )(TN +FN )
                            (v) 

 
V. Result and Discussion 

To evaluate the effect of the number of instance of the dataset on the performance of both the 

XGBOOST, PNN and RN, we built the model using different set of data. The first model utilized 500 instances 

of the datasets, the second model uses 4000 instances of the datasets, and finally the last model used the entire 

datasets. The first experiment investigates the effect of the number of instances of the dataset on the 

performance of the proposed model. Table 1 illustrates the experimental results obtained by the proposed model 

using the different number of instance of the dataset. 

 

Table 1 RF, PNN and XGBOOST Results, using different setting. 
Number of instances Precision Recall F.Score MCC Accuracy 

RF500 0.9195 0.8889 0.9039 0.7669 0.8866 

PNN500 0.8981 0.9521 0.9243 0.8246 0.9132 

XGBOOST(500) 0.9077 0.9239 0.9089 0.8179 0.9133 

RF4000 0.951 0.9745 0.9628 0.9136 0.9575 

PNN4000 0.9666 0.9626 0.9646 0.9203 0.9607 

XGBOOST(4000) 0.9711 0.9503 0.9711 0.9423 0.9717 

RF(FULL) 0.9433 0.9796 0.9611 0.9128 0.9566 

PNN(FULL) 0.964 0.9789 0.9714 0.935 0.9679 

XGBOOST(full) 0.9730 0.9801 0.9724 0.9449 0.9729 

 

Table 1  shows that the result obtained from the  experiment demonstrated that all the algorithms using 

500 instances has the least number of instances which has the poorest result with smallest computational time 

when compared with 4000 number of instances, but 4000 number of instances has better result at the expense of 

computational time. Although the 4000 number instances attained nearly the same level of performance as 

XGBOOSTfull and PNNfull, but in case of RN4000 is outperformed the RNfull because it has the problems of 

pruning. XGBOOSTfull outperformed the other two compact form of the model in the five performance metrics 

employed; this clearly shows that as the number of instances of the dataset increase, there is a huge 

improvement on the performance of both the XGBOOST and PNN. 
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This result can be represented in a graphical form for analysis Figure 1 

 

 
 

VI. Conclusion  
 Conclusively, this work has shown that XGBOOST can be adapted to obtain a very impressive result in 

detecting phishing. The performance of XGBOOST has been compared with that of well-known techniques 

Random forest and probabilistic neural network. The evaluation criteria are used in measuring the performance 

of phishing detection.Benchmark phishing website dataset were considered in the experiment. The result of the 

experiments showed that XGBOOST is better in most of the problems than the other methods in terms of MCC 

and Accuracy.Therefore, the xgboost method represents a very competitive technique for phishing 

detection.XGBOOST has a better regularization ability which helps to reduce overfitting, high speed and 

performance owing to the parallel nature in which trees are built, flexibility due to it costume optimization 

objectives and evaluation criteria, and inbuilt routines for handling missing values which makes it good 

classification algorithm. In view of that, we recommend the application of XGBOOST to a more complex 

classification problem in future. 
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